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ABSTRACT
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new measurement techniques which have been incorporated. A description of the control

system structure includes details of some implementation considerations. This is followed

by an example of a controller which has been implemented. Finally, suggestions for

further research are presented.
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CHAPTER 1

INTRODUCTION

1.1 Background

Welding is a complex process that depends on a number of parameters. Factors such

as the thermal properties of the material used, the initial temperature of the material, the

presence of heat sinks on or near the weld path and the physical geometry of the joint can

all affect the quality of a weld joint [1]. Many parameters vary during the weld process

which may lead to weld defects. Since the dominant cost factors in welding are labor and

the expense of locating and repairing defects, there has been a strong effort to design

automated welding systems which produce consistently good welds despite variations in

material parameters and other disturbances. Although there has also been an effort to

develop a system which will track a desired trajectory while welding, this problem is not

addressed here. Instead, this research has focused on developing methods of improving

the quality of the automated weld. To date, the application of this research has been

limited to long straight welds.

The gas metal arc welding (GMAW) process joins materials through the coalescence

of a consumable metal electrode and the workpiece. A wire feed mechanism continually

draws electrode wire from a spool and pushes it through the electrode assembly. The

electrode wire is held at a positive potential above the workpiece causing an electric arc

to be sustained between the electrode tip and the workpiece. Droplets of metal ejected

from the electrode tip convey heat to the workpiece and form a puddle directly beneath

the arc comprised of electrode and workpiece metal. The puddle solidifies to form the

weld joint as the electrode assembly is moved across the workpiece. During the welding



I
process the region near the arc is purged with an inert gas mixture to avoid contamination I
and oxidation of the weld joint. In conventional GMAW, the controlled inputs are the

arc current and the travel rate of the electrode. I
The shape of the molten weld puddle plays an important role in determining the

integrity of the weld joint [1]-[3]. For this reason, several researchers have developed

methods for measuring [4]-[8] and regulating [41,[8]-[15] puddle geometry. Many of these

studies employ PI or PID control designs with very little effort given to "thodeling the

dynamics of the weld process. 3
1.2 System Description I

A facility for developing and evaluating an automated welding system has been devel-

oped at USACERL in conjunction with the University of Illinois. The system consists of

a gas metal-arc welding (GMAW) torch, two cameras, two computers, and a number of 3
various sensors. The cameras capture images of the welding process which are processed

by one computer to measure some of the more important process parameters. The second 3
computer implements the control algorithms and stores data for later analysis.

An image processing system supported by a dedicated computer obtains measure- -
ments of the puddle geometry at discrete time instants [8], [16]. Puddle images are

obtained from a CCD camera attached to the torch holder. The image processing sys- -
tem can acquire an image and estimate the puddle geometry in about 50 Ms. A second

computer system implements control loops and supervises the image processing com- I
puter. Figure 1.1 shows the computers and other hardware used for both measurement

and control purposes. The figures appear at the end of the chapters. Starting in the

upper-right-hand corner, the two monitors display the images captured by the cameras.

Below these are the image processing computer and a VCR which records images from

the cameras. On the left-hand side is the computer which implements the control al-

gorithms. Above this computer are various circuit boards which contain amplifiers, a

clock circuit, relays and interfaces between the computers and the rest of the system. 3

2I
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Finally, the upper-left-hand side shows the Vanzetti optical pyrometer which measures

bead temperature.

Figure 1.2 shows the welding torch, table and many of the sensors and actuators of

the system. At the top right of the picture is a large spool of wire used during the weld

process. The plate to be welded is mounted on the table using six brackets to keep it

from bending from the large stresses caused by the welding process. The welding torch

is located near the middle of the plate. The wirefeed assembly is located directly above

the torch. The motor used to feed the wire and the tachometer used to determine the

wirefeed rate are just above the torch. Above the motor is an encoder used to measure

the amount of wire consumed. Figure 1.3 is a close-up of the torch assembly. The puddle

geometry camera is directly to the left of the torch. Farther to the left is an optical

sensor to measure the concentration of various gases within the arc plasma. The bead

temperature camera and the optical sensor for the Vanzetti are located behind the torch.

They are barely visible in this picture. The hose located to the right of the torch is used

to carry the shield gas. The large duct located just above and to the right of the torch

is used to carry the smoke and fumes away from the arc in order to give the cameras a

clear view.

1.3 Outline

This thesis is basically a description of the GMAW system. Chapter 2 describes the

measurement system and the image processing system. Chapter 3 describes the control

system structure and implementation. Chapter 4 gives a description of a control algo-

rithm which has been implemented on the system. Chapter 5 concludes with suggestions

for further research.

3
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I CHAPTER 2

I MEASURING SYSTEM VARIABLES

2.1 Methods of Measuring Data

In order to control the weld process, reliable and accurate measurements of the pro-

cess must be made. The variables which must be measured include travel rate, arc

current, wirefeed rate, bead temperature, bead cooling rate, puddle width and puddle

area.. Standard measurement techniques allow measurement of travel rate, arc current,

wirefeed rate and even bead temperature. However, measuring the bead cooling rate and

puddle geometry is not as straightforward.

2.2 Standard Sensors

The travel rate and wirefeed rate can be measured using tachometers. A Hall sen-

sor is used to measure arc current, and an optical pyrometer is used to measure bead

temperature. These measurements, along with various motor currents, voltages and ther-

mocouple readings, are read directly into the control computer after passing through a

set of voitage followers used to isolate the computer from the weld process. The analog

to digital (A/D) conversion results in a set of integers representing the current values

of each measured variable. These integers are converted to real numbers using a set of

conversion constants. Each data variable has its own set of conversion constants which

convert the integer value to a real number which has the appropriate engineering units.

For example, a D/A reading of 200 might represent a travel rate of 16.01 inches per

minute (IPM) or a puddle width of 0.391". Since most of the data must pass through

* 7
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either an A/D converter or a D/A converter, it is convenient to have both integer and I
real number forms of each variable. This also enables the data to be stored efficiently in

a file of integers for later analysis. I

2.3 The Image Processing System I

Measuring bead cooling rate and weld puddle geometry is accomplished through the I
use of a dedicated image processing system. This system consists of two Sony CCD

cameras mounted behind the welding torch. One camera looks down at the tail end I
of the liquid weld puddle, while the other camera focuses on the solidified weld bead

approximately 2" to 5" behind the torch. The images from these cameras are processed

by a Compaq 386/33 computer equipped with two DataCube AT-428 Image Processing

Boards. This computer processes both images and calculates the puddle width, puddle

area and spatial temperature gradient every 240 ms. These data are then fed to another 3
Compaq 386/33 computer which implements the control algorithms and collects data for

later analysis. 3
2.4 Measuring Cooling Rate

Two common methods are often used to measure or estimate cooling rate. The usual

method of measuring cooling rate involves using infrared cameras which give accurate

results but are cost prohibitive. The usual method of estimating the cooling rate involves 3
making the assumption that the inputs have been constant and that the system is in a

quasi-steady-state condition. However, since this is a closed-loop system, the quasi- 3
steady-state assumption is not valid. This makes it desirable to come up with a more

direct measurement technique. The following algorithm, proposed by Schiano, uses a 3
direct temperature measurement, a pixel intensity gradient, and the measured travel

speed to calculate the cooling rate [201. If these measurements are available, the cooling 3
rate is given by

CR = dT dT dz (2.1)
dt dx dt

8I
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where

dTdT derivative of temperature measurement

dT
T = spatial gradient of temperature

= travel ratet

Since the temperature measurement is available every 40 is from the optical pyrometer,

a fairly accurate estimate of the derivative of the bead temperature can be determined.

In order to reduce the noise associated with a derivative, an algorithm was developed

which uses a number of previous samples to compute the derivative. This algorithm

results in a smoother temperature derivative. The travel rate is a controlled variable and

is measured every 40 ms. In order to measure cooling rate, it is necessary to measure

the spatial gradient of the bead temperature distribution. This measurement is made

by mapping pixel intensity to temperature. Figure 2.1 shows an image from the bead

temperature camera. The small square shows the position on the bead which is used

to determine temperature. This position is chosen to coincide with the measurement

of the optical pyrometer. The average intensity of the pixels within the box can be

mapped to temperature. The plate is assumed to act as a black body radiator. The map

from intensity to temperature is a quartic map since intensity is known to vary with the

fourth power of temperature for black body radiation. The map is calibrated to convert

pixel intensity to *F. The map has proven to be quite accurate for a large part of the

temperature range encountered when welding.

Figure 2.2 shows the same image with a larger box superimposed. This box outlines

the region of the image used to determine the spatial temperature gradient, which is

found by averaging the pixel intensities in the horizontal direction to reduce the effects

of noise. These average intensities are found for each horizontal row of pixels in a verti-

cal region centered around the desired measurement point. A least-square algorithm is

used to estimate the pixel intensity gradient in units of Intensity/Pixel. This number is

converted to units of *F/inch by mapping intensity to temperature and pixels to inches.

The gradient information, combined with other measurements already available, allows

9
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a dynamic measurement of cooling rate. This measurement of cooling rate compares I
favorably with an independent thermocouple measurement. The dynamic measurement

was within 10% of the value of the cooling rate determined from the thermocouple data I
measured at three different operating points.

It is interesting from an engineering standpoint to note that this accurate measure-

ment is relatively inexpensive. Most attempts to measure temperature and cooling rate

involve infrared cameras, which can cost up to $40,000. The equipment used for this mea-

surement totals less than $25,000 and provides both temperature and puddle geometry 3
information.

II
2.5 Measuring Puddle Geometry I!

The measurement of the weld puddle geometry can be split into two distinct tasks.

One task involves estimating the puddle width and area from puddle boundary data. The

other task is to find the boundary data in the first place. This is not trivial. Difficulties

in obtaining the boundary data result from problems such as arc noise as well as from 3
tracking an image which changes in both size and location.

The shape of the weld puddle varies depending on the inputs. Both arc current and 3
travel rate have effects on the width and area of the weld puddle. The weld puddle

is usually shaped like a tear drop or an egg, but at times it can be elliptical or even

circular. In order to estimate the puddle width and area, a mathematical model which

accurately describes its shape must be found. This has proven to be rather difficult sinceI

the shape varies so drastically. Baheti chose to estimate the shape of the weld puddle

as an ellipse (8]. This description has two advantages. First, an ellipse is a reasonable

approximation to the weld puddle shape over a wide range of conditions. Second, the

mathematical description of an ellipse is very simple. This fact greatly simplifies the

numerical algorithms needed to estimate the puddle geometry. The major problem with

using an ellipse to describe the weld puddle shape is that the weld puddle shape is not

always elliptical. 3

10I |I



The following algorithm is used to measure the puddle width and area. First, the

image processing board captures an image of the liquid metal. Once the image is stored

in memory, some of the pixels are used to determine the boundary points of the ellipse.

The pixels used are those which lie on a number of search vectors, which are located

normal to the boundary of the previously estimated ellipse. Figure 2.3 shows a picture

of an image of a weld puddle with the set of search vectors superimposed on the image.

The boundary point for each search vector is found by determining a threshold grey level

value and finding the pixel along the search vector where this threshold value is exceeded.

The threshold value is found by averaging the grey-level of three pixels from each end of

the search vector. The grey level of each pixel along the search vector, starting from the

outside, is compared to this threshold value. The first pixel whose grey level exceeds the

threshold is the boundary point for that search vector. The boundary points for each

search vector in Figure 2.3 are located at the boundary between black and white pixels

along the search vectors. This figure shows that the algorithm used to find the boundary

data works well.

Once all of the boundary points are determined, Baheti's algorithm is used to find a

least-square estimate of the ellipse formed by the boundary points. The width and area

of the ellipse are said to be the width and area of the weld puddle. Figure 2.4 shows the

same image of the weld puddle with the estimated ellipse superimposed. The error in

measurement is usually around 5% compared to the width and area found manually on a

still image. Once the puddle geometry data have been found, a new set of search vectors

is found. The new search vectors are normal to the boundary of the current ellipse and

will be used to find the boundary data for the next image.

The method currently being used to measure width and area of the weld puddle is

both accurate and robust. This is not by accident. Many revisions have been made to

the algorithms to improve their performance. The historical development of the image

processing system is given in the Appendix.

11
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Figure 2.1: Image of bead used to measure temperature.I
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Figure 2.2: Image of bead used to measure temperature gradient.

I
12 I

I



-A,
Figure 2.3: Image of weld puddle showing search vectors.

Figure 2.4: Image of weld puddle showing estimated ellipse.
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CHAPTER 3 3

CONTROL SYSTEM STRUCTURE

3.1 Control System Hierarchy 1

Although it is important to be able to measure all the signals of interest, it is also 3
important to be able to implement a control algorithm. To simplify this task, the control 3
system uses a hierarchical structure. This chapter describes the various control loops and

their places in the control system hierarchy as well as some of the standard routines which

are available for use by any control algorithm. Since system identification plays a crucial

role in the development of a control algorithm, the identification methods available on 3
the system are discussed.

The control system hieiarchy adds a great deal of flexibility to the system. This

flexibility comes from allowing control of any number of possible system variables. The

control loops which have been implemented include travel rate, wirefeed rate, arc current, 3
puddle width and puddle area. In order to control the travel rate and the wirefeed rate,

it is necessary to control the voltage applied to the proper motor. However, in order to I
control the arc current, it is necessary to control the wirefeed rate. Similarly, in order

to control the puddle width and puddle area, one must control both the travel rate and I
the arc current. A method which has been suggested for controlling the cooling rate

involves controlling both the puddle width and the puddle area. This hierarchical system

allows new control loops to use existing control loops, thus greatly simplifying the task 3
of designing a new control loop.

I

I



3.2 Low-Level Loops

The travel rate, wirefeed rate and arc current loops are considered low-level loops

since the control of any system variables must include the control of these variables. A

block diagram of the low-level system is given in Figure 3.1. All of the low-level loops

must have identical sample periods. The normal sample period for the low-level loops

is 40 ms. Control laws have already been designed and implemented for sample periods

of both 20 ms and 40 ms. The system is designed to allow a low-level sample period of

any multiple of 10 ms without changing any software. Howe-er, the use of any sample

period other than 20 ms or 40 ms will require the design and implementation of a new

set of control laws.

The travel rate loop controls the torch velocity in the direction of the weld by applying

the appropriate voltage to the travel motor. The control strategy used for this loop is

a two-degree-of-freedom polynomial controller. The feedback portion of the controller

is designed to give a desired second-order response, and the feedforward portion of the

controller is a proportional plus sum (PI) structure.

The wirefeed rate loop uses the voltage to the wirefeed motor to control the rate

at which wire is fed to the weld. The control strategy for the wirefeed rate loop is a

two-degree-of-freedom polynomial controller, designed to minimize the effects of torque

disturbances on the wirefeed rate and to give zero steady-state error in the presence of

constant disturbances [171.

The arc current loop uses the wirefeed rate to control the arc current. This places

the arc current loop above the wirefeed rate in the control hierarchy since the wirefeed

rate is determined by the arc current controller. The control strategy used for the arc

current loop is a simple proportional plus sum controller.

3.3 High-Level Loops

The puddle width, puddle area, bead temperature and cooling rate loops are consid-

ered high-level loops since any attempt to control these variables must involve the control

15
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of the travel rate, wirefeed rate and arc current. Since the low-level loops are much faster I
than the high-level loops, it is safe to assume that the dynamics of the low-level loops

can be ignored when designing the high-level loops. This allows the high-level loops to be I
designed with the assumption that the travel rate and arc current are the control inputs.

A block diagram of the high-level system is given in Figure 3.2.

The high-level loops which have been implemented include the puddle width and

puddle area. The sample period for puddle geometry loops is usually 240 ms. This

sample period was chosen to allow the image processing system to perform well. The

dynamics of the system would suggest that a slower sample period would be sufficient,

but a faster sample period allows the image processing system to track changes in the

puddle geometry more closely.

A number of different high-level controllers have been implemented. These include

both single input-single output (SISO) and multiple input-multiple output (MIMO) con-

trollers. One high-level controller which has been successfully implemented will be de-

scribed in detail in Chapter 4. A brief description of other controllers which have been

implemented is given here. U
One puddle geometry controller implemented on the system was designed by Dan

Henderson [18]. This design used the travel rate to control the puddle width. The I
structure used was an adaptive PI controller based on the method of sensitivity points.

This design resulted in a very robust controller which per4 )rmed well over a wide range

of operating conditions.

A second controller was designed by Thierry Bourret [19]. This control design used

both arc current and travel rate to control both puddle width and puddle area. The

control structure used for this design was a generalized PI. This structure leads to a

controller with eight gains. Sensitivity methods were used to adjust these gains off-line 3
in order to decouple the outputs and to follow reference models for each output. Although

this design is able to tune itself, the use of many models in the tuning algorithm limits

the range of operating conditions with which it can be used.

I
16 I
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I A third controller was designed by Jeff Schiano [201. This design used a low-order

MIMO model and linear-quadratic (LQ) optimal control techniques to control both the

I puddle width and the puddle area using arc current and travel rate as inputs. Since no

tuning capability was included in the design, this controller is only useful for a limited

I range of operating conditions.

I 3.4 Identification Techniques

An important part of the design process is system identification. It is possible with

some systems to develop a dynamic model based on physical principles. However, many

systems are too complex for this approach to be useful. With these systems, it is necessary

to use identification techniques to develop a model. The welding system at USACERL

has both an on-line identification scheme and the capability to export data to a separate

program for identification or analysis. The program commonly used for this task is

Matrix_-, since it has many different identification algorithms.

The on-line identification scheme implemented on the system is recursive least squares.

This identification scheme is limited to SISO discrete-time systems. Currently, no filtering

is done on the data before or during the identification routine. This makes the on-line

identification very susceptible to noise problems.

The off-line identification schemes are much more flexible. The routines which have

been used with the welding system include recursive least squares, approximate maximum

likelihood, recursive maximum likelihood and maximum likelihood [25],[26]. Balanced

truncation has also been used been used to reduce the order of the models [27].

The algorithm which has been used most often with the welding system starts with

recursive least squares. The model found by this algorithm acts as a starting point

for the approximate maximum likelihood algorithm. This model is in turn used as a

starting point for the recursive maximum likelihood algorithm. The maximum likelihood

techniques are stochastic in nature and attempt to filter the data to minimize the effects

17
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of noise. This results in a much more accurate model than can be found by using recursive I
least squares alone.

One drawback to the identification method outlined above is that it can only be used I
for SISO systems. In order to find a MIMO model, maximum likelihood can be used.

After identifying SISO models of parts of the system separately, it is possible to combine

them into a single MIMO model and to use maximum likelihood to tune the model. This

method can also be used with balanced truncation to reduce the order of the SISO models

before incorporating them into a MIMO model. This method was used by Schiano to

give an accurate low-order MIMO model of the puddle geometry.

All of the techniques for identification which have been mentioned here are available 3
on Matrix,. Since Matrix, is such a valuable tool for designing and simulating control

systems, the welding system has been programmed to be able to read and write data files

that are compatible with Matrix.. This greatly simplifies the process of analyzing data

and designing a controller for the welding system. 3
I
I
I
I
I
I
I
I
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Figure 3.1: Block diagram of low-level system.
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I CHAPTER 4

IA CONTROL SYSTEM EXAMPLE

4.1 Preliminary Experiments

I A set of preliminary experiments was conducted to establish an operating envelope,

*which is centered around a travel rate of 13 IPM and an arc current of 360 A. Acceptable

welds are obtained when the travel rate and arc current lie in the ranges of 8 IPM to

I 18 IPM and 310 A to 410 A, respectively. These experiments also revealed the presence

of oscillatory modes in the puddle width and puddle area response. Frequency analysis

of data taken at the nominal operating point revealed several peaks near 0.2 Hz. This

result is not surprising in light of recent studies on weld puddle oscillations [22]-[24].

I These modes are driven in part by the electrode droplets that strike the surface of the

weld puddle. The oscillation frequencies are closely related to the mass of the weld puddle

I and, therefore, depend on the travel rate and arc current.

Since many factors influence the dynamic response of the puddle width, it is important

to limit the effects of as many of these factors as possible. The power supply voltage,

shield gas composition, and shield gas flow rate are identical for all experiments. In each

I experiment, a bead is deposited on a 48" by 16" by 1" plate of A36 structural steel. Prior

to each experiment, the plate is preheated to 2500 F by raising the surface temperature

to 3000 F and allowing the plate to passively cool. As the plate cools, the thermal energy

equilibrates so that the surface temperature along the weld line is uniform to within 15* F

before the experiment is started. This procedure was necessary since puddle geometry is

I affected by the initial plate temperature [21].
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4.2 Identification Experiments U
Preliminary experiments revealed the presence of highly underdamped modes in the

puddle geometry response. The control strategy is to incorporate the oscillatory modes

into the model and to design the controller to attenuate the amplitude of the oscillations.

This differs from the approaches used to design the controllers discussed previously. The

approach used to design the other controllers was to neglect the oscillatory modes and to

model the dynamics with a low-order system. In these cases, the bandwidth of the closed-

loop system was reduced so as not to excite the oscillatory modes. The model which I
includes the oscillatory modes will be used to design a linear-quadratic (LQ) controller

which regulates only puddle width using travel rate as a controlled input. U
One minute of data was collected for identification. In this experiment, the arc current

was regulated to 360 A while the travel rate was varied. The time-varying input consists

of two superimposed square waves. One component has a 50 sec period and is included

to reveal information on the steady-state response to various input levels. The second

component has a period of 10 sec and provides good frequency content for exciting the 3
oscillatory modes of the puddle.

The input sequences and the resulting puddle width response are shown in Figure 3
4.1. Figure 4.1(a) shows the input sequences used for the identification experiment, and

Figure 4.2(b) shows the puddle width response. The puddle width plot was obtained by 3
subtracting off the mean puddle width of 0.64 inches. This is necessary before identi-

fication since a linear model around the operating point is desired. The puddle width 3
response has a much larger amplitude over the second half of the.experiment than it

does at the start. Since the identification sequence was designed to excite the oscillatory U
modes, this is not surprising.

4.3 Single-Input Single-Output Model

A single-input single-output (SISO) model relating travel rate to puddle width is

identified in three steps. An initial estimate is obtained using recursive least-squares. I
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The resulting model is refined by employing recursive maximum likelihood estimation

followed by approximate maximum likelihood estimation. These additional steps reduce

the effect of noise in the identification process [25], [26]. Models of various orders and

relative degrees were found and compared for their ability to capture both the salient

response of the puddle width and the puddle resonances. This approach led to the sixth-

order model

Y(z) 10-3 (.0912z 5 - .307z 4 - .776z 3 + .0933z' - 1.80z - 1.50) (4.1)

U(z) z6 - .698z 5 - .315z 4 + .123z 3 - .411z 2 + .195z + .215

where yk and Uk are the puddle width and travel rate measured with respect to the

nominal operating point

yk = puddle width - 0.63 in

Uk = travel rate - 13 IPM

It is convenient to represent this model in state-space form. Since the physical meaning

of the states is unknown, any state-space realization maybe used. A balanced realization

is used due to its superior numeric properties and the additional insight it provides [27].

The balanced realization of the transfer function (4.1) is

Xk+i = AnZk + Bmuk (4.2)

Yk = CmXk

where

0.9615 0.1413 -0.0304 -0.0181 -0.0173 -0.0004

-0.1413 0.8766 0.0112 0.0489 0.0633 0.0019

-0.0304 -0.0112 0.2660 -0.7848 0.0049 0.0106
Am=

0.0181 0.0489 0.7848 -0.0226 -0.3912 -0.0146

-0.0173 -0.0633 0.0049 0.3912 -0.6785 0.0249

-0.0004 -0.0019 0.0106 0.0146 0.0249 -0.0001

Bm = (0.0479 0.0559 0.0266 -0.0141 0.0152 0.0004)

Cm = -0.0479 0.0559 -0.0266 -0.0141 -0.0152 -0.0004
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The sixth-order SISO model relating travel rate to puddle width captures the oscillatory 3
behavior of the puddle width. This model is used in Section 4.4 to design a controller

for the puddle width.

4.4 Linear Quadratic Control I
Optimal LQ control methods [27],[28] and sensitivity point tuning [291, (30] are used 3

to design a puddle width controller that rejects constant disturbances and that reduces

the amplitude of oscillation in the frequency range 0.1 Hz to 0.4 Hz without reducing the I
bandwidth of the system. Constant disturbances are rejected by appending an accumu-

lator state to the system model. The accumulator state must be included in the output

so that the resulting system (A, B, C) is observable

A Am 0' B(B_' CmC 0 (.3
( T CI ) 0o C 0 (43

where the sample time T, is 240 ms. Sensitivity point tuning is used to improve the

response in the frequency range of interest.

The feedback law = (4.4)

is implemented with KR chosen to minimize the cost functional 3
00

JR = Z r4R..Xk+ UkR.Uk1 (4.5)
k=O+I

where R.,. and R,, are weighting matrices and ik is an estimation of the state xk.

The selection of an appropriate weighting matrix is simplified since the SISO model

(A., B,,, C,,,) is in balanced realization form. The diagonal elements of the weighting

matrix should reflect the fact that the states are arranged in decreasing order of signif-

icance. It is important to note that the accumulator state was appended after finding

a balanced realization. This means that the first six states are in decreasing order of

significance, and the seventh state is simply placed in the last position for convenience. 3
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By alternately modifying the weighting matrices and simulating the closed-loop response

the following set of matrices was chosen:

R.,,, diag (1000, 1000, 100,100, 10, 10,10000) (4.6)

The state estimator is given by

!k+1 = A4Ck + Buk + Ks(yk - CXt) (4.7)

where the estimator gain KE is chosen to minimize the cost functional

00

JE = E [4Q~xk + Y Q 1ykl (4.8)
k=O

where Q.. and Q are the state and output noise covariance matrices, respectively.

The covariance matrices are calculated from experimental data collected during a

180 sec interval in which the travel rate and arc current are regulated to 13 IPM and

360 A, respectively. The rms value of the input uk is calculated from the travel tachometer

and used to construct the state covariance matrix

QXX = B (rms value of uj,) BT (4.9)

The output covariance matrix is diagonal and is formed using measurements of the pud-

dle width. The diagonal elements are the rms values of the two components of Yk,

respectively.

The performance of the regulator was improved further by adjusting the regulator

and estimator gains to attenuate the puddle width oscillations. The gains were adjusted

directly since it was not obvious how to choose the weighting matrices to reduce the

amplitude of oscillations. On the other hand, the method of sensitivity tuning provides

a means to achieve this goal. The change in the puddle width response, resulting from

a change in a gain, is described by a sensitivity function, which for a given gain can be

generated from computer simulations. Since the sensitivity function shows how changes in

a gain affect the puddle width response, the gain can be adjusted to improve the response.
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The regulator and estimator gains were updated several times using this method to reduce I
the puddle width response in the frequency range 0.1 Hz to 0.4 Hz.

The final tuned gains used for the closed-loop experiments are U
KR = 27.129 3.999 .087 .492 .244 .087 -109.990 (4.10)

-7.635 .545 .003 -. 014 -. 011 -. 002 .085

-0.211 .318 -. 031 -. 005 -. 011 -. 001 .123

The gains corresponding to the first states are larger because the SISO model 3
(Am, Bin, Cm) is in balanced realization form. It is obvious that the seventh state, which

is the appended accumulator state, has the largest influence on the output. This is easy 5
to understand since the output was redefined to include the accumulator state as an extra

output. Although these gains are no longer optimal for the original weighting matrices

and noise covariance matrices, it is easy to see that a set of cost functionals can be defined

for which these gains are optimal. This approach is advantageous since the sensitivity I
method leads to a desired response in a small number of iterative steps.

Figure 4.2 shows the results for the control experiments. The arc current in each

experiment was regulated to 360 A. Figure 4.2(a) shows the open-loop puddle width

response for a travel rate of 13 IPM. The average puddle width is 0.57" and the peak-

to-peak amplitude of the oscillations is approximately 0.05". Figure 4.2(b) shows the 3
response of the closed-loop system for a puddle width command of 0.57". This command

was chosen so that the operating point for the two experiments is the same. The data in

Figure 4.2(b) show that the controller is capable of regulating the puddle width to the

desired value. Frequency analysis of the data in Figures 4.2(a) and 4.2(b) shows that 3
components in the 0.1 Hz to 0.4 Hz range are 3 dB to 6 dB smaller for the closed-loop

system. On the other hand, in comparison to the open-loop response, the closed-loop 3
system accentuates frequency components above 0.4 Hz. In Figure 4.2(c) the operat-

ing point was shifted by requesting a puddle width of 0.49". The resulting travel rate 3
command was about 16 IPM. In this case, the amplitude of the puddle oscillations was

increased both inside and outside the 0.1 Hz to 0.4 Hz frequency range.I
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4.5 Results

The control strategy incorporated the oscillatory behavior of the puddle into the sys-

tem model, and the controller was designed to reduce the amplitude of these oscillations.

The controller achieved only a slight improvement in performance by reducing the am-

plitude of the puddle oscillations by several decibels in the frequency range of interest.

However, above 0.4 Hz, the amplitude of the puddle oscillations was increased by several

decibels. This suggests that concentrating on reducing the oscillations within a certain

range of frequencies can cause problems in other frequency ranges. This phenomenon

has also been noticed on other systems. The Hubble spacecraft had a low-frequency

oscillation problem which, when corrected, became an oscillation problem at a higher

frequency [31]. A more reasonable design goal would be to let the system oscillate at its

natural frequency and simply reduce the bandwidth of the system so that those modes

are not excited.
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CHAPTER 5 3

DISCUSSION AND SUMMARY I
The automated welding system has many capabilities. One of these capabilities is

to enable state of the art research to be done. Another capability of the system is to 3
enable new or even old control theories to be implemented easily and tested against other

algorithms. U
The ability to do research on this system is obvious. Many new methods of measuring

and controlling variables in the welding process have already been implemented. The 3
possibility to continue doing this is present. Control laws have been developed which

decouple the puddle width and puddle area. A control law has been implemented which

regulates the puddle width and adapts to new or changing conditions in real time. The

next step is to develop an adaptive algorithm for regulating both puddle width and I
puddle area. The cooling rate is a very important parameter in the quality of a weld. At

this time, the new method of measuring the cooling rate has not been used in a closed- I
loop system. The puddle oscillations seen in Chapter 4 may contain information about

the quality of the weld. The image processing system works fairly well, but perhaps a I
different approach could provide more information. This short list of ideas represents 3
many possible research topics which remain to be explored.

The welding system's ability to be used as a testbed for implementing control algo- 3
rithms could be extremely useful. New control theories could be tested for practicality.

Implementing any control algorithm is a very useful learning process. Although much of 3
the work involved with implementing a system has already been completed, the potential

3
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for learning has not been diminished. Both graduate and undergraduate students could

benefit from using an actual system rather than of running simulations.

All of the work which went into designing the system has been documented. Many

papers and theses have been written about this work [16]-[201,[32]. These papers contain

information about the type of work which has been done with the welding system. In

addition, those who wish to use the system can find complete documentation available

at USACERL. The software documentation includes a user's guide and a programmer's

guide to both the control code and the image processing code. In addition, a beginner's

manual has been written which leads the new user through the steps necessary to use the

system software. The hardware documentation includes circuit schematics, pin layouts

and connection diagrams for all of the hardware.

Anyone interested in further information about the welding system can contact one of

the following people at USACERL. Robert Weber is the head of the Welding Technology

Center at USACERL. He can be reached by calling 352-6511 and asking for extension

239. His mailing address is Robert Weber, EM-MQA, USACERL, P. 0. Box 4005,

Champaign, IL 61824-4005. Will Windes is familiar with the welding system and can be

reached by calling 352-6511 x477. Jim Ross can be reached by calling 352-6511 x334. Jeff

Schiano can be reached on the University of Illinois campus by calling 333-7469. These

phone numbers are current at this time and may soon be out of date. However, it should

be possible to get information by calling USACERL and asking to talk to someone in the

EM-MQA Team.
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APPENDIX 3

IMAGE PROCESSING DEVELOPMENT I
A number of different algorithms have been used to measure puddle width and puddle I

area. This Appendix is an attempt to document the algorithms which have been used. 3
Many of the algorithms were simple variations of others which were attempted. How-

ever, for a number of reasons some algorithms were more successful than others. The 3
algorithm described in Chapter 2 was the most successful. The algorithms described in

this Appendix are given so that attempts to improve the image processing system do not 3
repeat methods previously used.

Two main algorithms have been used to estimate an ellipse given the boundary data. 3
The first algorithm used was developed using matrix manipulations and was based on

the least-squares algorithm given by Leon [331. This algorithm was very susceptible to 3
noise problems. By contrast, the algorithm developed by Baheti which is currently being

used is very robust with respect to noisy data [8]. I
Baheti's algorithm is developed under the following assumptions. First, the approx-

imate size and location of the weld puddle are known in advance. Second, the location I
of one focus of the ellipse must be known. Third, this focus is located at the position

of the electrode. Once Baheti's algorithm was implemented, it became clear that some

of the assumptions listed above are not always valid. In particular, fixing the location

of the focus of the ellipse at the electrode center seemed to cause the algorithm to have

problems. An algorithm was developed to estimate four parameters instead of just two. 3
The two extra parameters corresponded to the location of the focus. However, the extra

degrees of freedom associated with these parameters allowed the algorithm to fit a hy- 3
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perbola or a parabola to the data instead of an ellipse. It was quickly apparent that this

was not the .olution. The next approach that was attempted involved fixing the location

of the electrode center along the weld line and estimating the center of the electrode in

the other direction. Once this parameter is determined, Baheti's algorithm can be used.

This approach gave another degree of freedom while retaining the desirable properties of

Baheti's algorithm and resulted in greatly improved estimation of the puddle width and

area.

After implementing the estimation routine for the electrode center and the ellipse, it

was necessary to improve the method used to find points on the boundary of the weld

puddle. The search vectors that are used to find the boundary data are explained in

Chapter 2. The first method used to find the boundary data compared the pixel grey

level of the search vectors to a predetermined threshold level. This method was ineffective

since the grey level of the image is much higher near the arc than it is near the tip of

the weld puddle. This means that no one threshold grey level can be used to find the

boundary at every region of the image.

Next, several methods were developed and tested for finding the boundary along each

search vector. One method is to find the maximum grey level difference between adjacent

groups of pixels. This average gradient method was not effective since the noise level is

much higher than that for the actual gradient of the boundary in many regions of the

weld puddle. Another disadvantage to this method is that it is numerically intensive. A

third method was developed using a statistical approach. The mean and variance of the

pixel grey levels were calculated for each search vector. Using the mean value of the grey

level for each search vector as a threshold for that search vector resulted in boundary

data that were very close to those for the actual boundary. By considering search vectors

of varying lengths, it was discovered that averaging along the entire length of the search

vector could result in a biased estimate. This effect can be minimized by averaging

only the pixels at each end of the search vector in order to determine a threshold level

for that search vector. This approach has two advantages. First, the boundary points

found by this method are very close to the actual boundary of the weld puddle. Second,
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this approach is very simple to implement and is not appreciably slower for long search I
vectors.

The width and area of the weld puddle vary over a wide range of shapes and sizes. I

The search vectors must be able to detect the boundary points regardless of the location

of the boundary. One method which would make this possible would be to use long U
search vectors; however, this has proven in practice to give noisy measurements. Another

solution is to use short search vectors and to locate these search vectors near the puddle

boundary. Originally, the pixel locations of one set of search vectors were determined at

the start of a weld and used for each image. By finding the pixel locations of a new set

of search vectors for each image, tracking the changing size and shape of the weld puddle I
becomes much easier. In this way, the image processing system becomes dynamic.

Other parameters which can be changed include the number of search vectors and 3
the included angle of the search vectors. The number of search vectors can vary from

three to fifty. The current algorithm uses twenty-one search vectors. Adding more search 3
vectors provides more information at the expense of greatly increased processing time.

The included angle of the search vector is measured from the vertical direction. If the 3
initial angle is 00, there will be a vertical search vector. An angle of 900 or greater

corresponds to a horizontal search vector. Any angle greater than 900 will simply move I
the horizontal search vector closer to the electrode center.

I
I
I
I
I
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